Abstract

Most of the recently published background subtraction methods can still be classified as pixel-based, as most of their analysis is still only done using pixel-by-pixel comparisons. Few others might be regarded as spatial-based (or even spatiotemporal-based) methods, as they take into account the neighborhood of each analyzed pixel. Although the latter types can be viewed as improvements in many cases, most of the methods that have been proposed so far suffer in complexity, processing speed, and/or versatility when compared to their simpler pixel-based counterparts. In this paper, we present an adaptive background subtraction method, derived from the low-cost and highly efficient ViBe method, which uses a spatiotemporal binary similarity descriptor instead of simply relying on pixel intensities as its core component. We then test this method on multiple video sequences and show that by only replacing the core component of a pixel-based method it is possible to dramatically improve its overall performance while keeping memory usage, complexity and speed at acceptable levels for online applications.

1. Introduction

Background subtraction based on change detection is the first step used in many video analysis applications to detect and segment foreground objects. Hence, the end results quality often depends largely on the method used. A naive approach based on directly comparing pixel intensities over multiple video frames would not be practical in most cases, since real video sequences often contain outliers in the form of noise and dynamic elements (varying illumination, undulating objects, etc.) that should not be considered as foreground. Consequently, more precise and complex reference models and methods have been developed over the years to fill the need for robust applications.

What we propose in this paper is an “all-in-one”, single model, single update scheme, training-less, spatiotemporal-based background subtraction method which is in part derived from the non-parametric ViBe method. The key aspect to spatial and temporal neighborhood analysis here is that instead of solely using pixel-level intensities as the core component to create our reference model (in a ViBe-like paradigm), we complement it with the output of a modified Local Binary Similarity Pattern (LBSP) descriptor. In other words, we show that even without modifying a generic method’s initialization, maintenance and foreground detection rules, it is possible to achieve proper spatiotemporal analysis by only incorporating a minimalistic feature-based component in its reference model. We also present in the paper a few general improvements that were implemented in our method, coined LOBSTER (LOcal Binary Similarity segmentER), over a more “straightforward” integration strategy.

Altogether, using the proposed approach, standardized evaluations using the recently-published CDNet dataset demonstrate that we extract enough spatial and temporal neighborhood information in video sequences to dramatically increase the base algorithm’s performance across multiple complex scenarios, without compromising baseline results. Also, we manage to keep extra memory, processing time and post-processing operations to a minimum while outperforming other much more complex state-of-the-art methods also tested in [7], including ViBe+.

2. Related Work

The most simple and earliest examples of change detection algorithms are the ones based on the idea that the background can be modeled by independently observing every pixel’s intensity subsequently (i.e. the so-called pixel-based algorithms) in order to then determine if a given intensity value is a true outlier (to be considered foreground). Some of these methods, such as the ones based on density estimation (via parametric Mixture of Gaussians or non-parametric Kernel Density Estimation) are now
extremely well-known and have been the root of countless variations, improvements and extensions over the years (e.g. [17, 30]). Other methods have also been developed using different perspectives in order to reach the same goal: for example, ViBe[1] and PBAS[9] are both pixel-based methods according to their ideology, but they differ from the more traditional approaches as they base their models on random pixel sampling and label diffusion.

Collectively, although pixel-based methods are generally lightweight, effective and easy to bootstrap, they ignore part of the information present in video sequences, such as spatial relations between pixels. Spatial-based methods (essentially similar to region-based, texture-based or block-based methods), on the other hand, attempt to harness this information using, for example, feature or block descriptors[8, 4, 25], motion-based analysis[10] and even local color histograms[13] in order to strengthen their models. Typical cases where this ideology is beneficial include foreground occlusions with pixel intensities that are similar to the background’s and global illumination changes (where textures are unaffected).

Subsequently, temporal and spatiotemporal-based methods attempted to surpass previous work by taking into account temporally repetitive behavior between the model and the preceding, current and sometimes even upcoming frames of the analyzed sequence. Such information can primarily help with short-term intensity changes, as what is commonly seen in dynamic backgrounds (rippling water, swaying trees, etc.). Such a solution is presented in [22], and is based on the bidirectional temporal analysis and matching of pixel intensities variations.

There have been numerous attempts to merge the advantages of different model categories by creating change detection algorithms that rely on multiple analysis techniques simultaneously[24], post-processing label validation[10, 22, 26] and/or advanced morphological operations[5]. However, while all these approaches are generally very successful at improving the results of their base algorithm, they often suffer from highly increased processing (and/or post-processing) time, and sometimes even require an offline training or pre-analysis phase that is not always suitable for real-time applications.

As for the use of local binary patterns and their derivatives in background subtraction, the work of Heikkilä and Pietikäinen in [8] introduces one of the first examples of reliable and efficient texture-based methods in the domain. Since then, many contenders have come up with alternatives: Yoshinaga et al. [28], for example, present an integration of both spatial-based and pixel-based methodologies using MoGs over different pixel pairs defined by a modified LBP pattern. Zhang et al. [29], on the other hand, propose to combine spatial texture and temporal motion using weighted LBP histograms. More recently, a new type of local binary pattern based on self-similarities throughout images (LBSP) was proposed in [3] and was briefly used to demonstrate its efficiency against pixel-based methods in baseline scenarios.

3. Methodology

As stated earlier, our proposed background subtraction method is based on the adaptation and integration of the LBSP features to a non-parametric technique’s set of model building and maintenance rules. We chose to start off from the original ViBe approach because it offered the prospect of a flexible and lightweight method that left plenty of breathing space for future improvements. Also, to the author’s knowledge, no earlier attempts to adapt ViBe to use a feature-based reference model had been proposed. Finally, it also offered a very simple way to compare our results to a pure pixel-based method without having to stray too far from its original implementation.

Thus, the straightforward approach for this adaptation would have been to simply replace all pixel intensity-related concepts by their feature descriptor-based counterparts. In the case of ViBe, the method would still be based on a reference model that uses N background samples per pixel to independently determine which new pixels are outliers (foreground) : the difference would reside in the nature of these samples, which would be replaced by LBSP binary string descriptors, and in the method used for comparisons, which would become a Hamming distance operator. In reality, although this solution is feasible (and its overall results will be presented in section 4.2), we propose multiple low-cost improvements to both the model’s rules and the feature descriptor in order to maximize component synergy.

3.1. Pixel Characterization Model

The feature descriptor proposed in [3] is quite easy to understand: using a small predetermined pattern, a binary vector is constructed from the comparisons of pixel intensities centered around a point of interest. Unlike a traditional LBP approach which calculates the difference between two values, the LBSP approach returns whether they are similar or not (via absolute difference). The key to its temporal component (and sensitivity to illumination variation) lies in its ability to use the central pixel intensity of a previous frame for new comparisons (referred to as inter-image LBSP by the authors). Hence, one of the disadvantages of this technique is that in order to build a spatiotemporal reference model for change detection, we need to keep both feature information and pixel intensity information jointly up to date.

The first improvement we propose for our background model is based on the observation that only relying on LBSP comparisons can sometimes be unsuitable in noisy or blurred regions. Such a case is illustrated in Figure 1:
for the specified area, we can notice that even though the input image (bottom row) is clearly different from the model (top row), some pixels are still falsely labeled as background since their intra-LBSP and inter-LBSP binary vectors are only slightly different. Here, both of these patterns (shown respectively in 1.b and 1.d) are almost filled with mismatches and are thus similar; this is due to the nonrepresentative reference intensity used for local comparisons (the “central” pixel in 1.b). Directly comparing this same intensity to its new value in the input frame (the “central” pixel in 1.d) would however indicate that the pixel should be considered foreground. Therefore, label assignment should also rely on direct color intensity comparisons in order to reduce the false negative rate of our final method. Also, using this new approach, we capitalize on the underexploited pixel intensity information already present in the model at a negligible cost. A simplified and concise version of this two-step verification is presented in section 3.2.

Next, let us be reminded that the LBSP descriptor is based on absolute differences and values are considered similar if they fall within a given threshold of each other. In [3], an absolute threshold \( T_d \) is used and the general grayscale image description rule is presented as:

\[
LBSP(x, y) = \sum_{p=0}^{P-1} d_{T_d}(i_{x,y,p}, i_{x,y}) \cdot 2^p
\]  

(1)

where \( i_{x,y} \) corresponds to the intensity of the “central” \((x, y)\) pixel (whether from the current image for intra-LBSP or from a reference frame for inter-LBSP), and \( i_{x,y,p} \) corresponds to the intensity of the \( p \)th neighbor of \((x, y)\) on a predefined pattern (but always in the current image). Replacing \( T_d \) by a value that is relative to \( i_{x,y} \) could improve the specificity of the descriptor in high illumination variation cases; a similar proposal was already studied for local ternary patterns in [14]. In our case, we would simply need to change the description rule to:

\[
LBSP(x, y) = \sum_{p=0}^{P-1} d_{T_c}(i_{x,y,p}, i_{x,y}) \cdot 2^p
\]  

(3)

with

\[
d_{T_c}(i, i_c) = \begin{cases} 1 & \text{if } |i - i_c| \leq T_c \cdot i_c \\ 0 & \text{otherwise} \end{cases}
\]  

(4)

where \( T_c \) would be the new relative threshold value.

3.2. Segmentation and Maintenance Rules

As we mentioned earlier, the ViBe method relies on the collection and maintenance of background samples using a random approach in order to determine if new samples fit its model by counting their nearest neighbors within an intersection threshold. The original authors already proposed numerous improvements related to distance calculations and post-processing operations in [5]; however, we opted to ignore those in order to keep our own method as simple as possible. Instead, we propose a few tweaks to their original technique that globally improve our own results, all the while trying to keep the method’s computational complexity as low as possible.

First of all, we noted during preliminary experiments that using an L2 distance, or Euclidean distance, as proposed in [1] to calculate the similarity between two multi-channel samples is not only an expensive operation, but it also results in worse overall performance than a simpler L1 distance, or city-block distance. Hence, we decided to use the L1 distance whenever we needed to directly calculate the similarity between samples, such as for the color intensity comparison improvement stated earlier.

On a similar note, we also determined that since the cost of sampling and comparing is increased because of the LBSP descriptor itself, avoiding unnecessary computations by using a per-channel strategy becomes much more profitable than before. Hence, for an inbound multi-channel frame, we use the simplified approach presented in Algorithm 1 to determine which pixels match the reference model. Note that in this context, \( M_{Desc,x,y|c} \) and \( M_{Int,x,y|c} \) respectively return the intra-LBSP descriptor and color intensity of the \( c \) channel at position \((x,y)\)

\[ \text{Algorithm 1: Inbound sample collection and comparison} \]

\[ \text{for } \text{each channel } c \text{ do} \]

\[ \text{collect samples from inbound frame } \]

\[ \text{compare samples with model for channel } c \]

\[ \text{end for} \]

1The concept of multiple samples is ignored for conciseness.
using the reference model, $\oplus$ is the Hamming distance (XOR+popcount) operator, $LBSP_c(x, y)$ calculates the inter-LBSP binary vector at position $(x, y)$ of the $c$ channel (which implicitly uses $MInt_{x,y|c}$ for its central pixel intensity). $T_{\text{desc}}$ and $T_{\text{int}}$ are, respectively, the minimum LBSP descriptor and color intensity variation thresholds to consider a pixel foreground, and $K$ is a constant threshold adjustment factor.

Algorithm 1 Simplified per-channel change detection for FG/BG segmentation, with complementary intensity check

```
1: procedure ASSIGNLABELFORPIXEL(pₓᵧ)
2:   TotIntDist ← 0
3:   TotDescDist ← 0
4:   for c ← 1 : TotalNbChannels do
5:     IntDist ← LDIST(MIntₓᵧ|c, tₓᵧ|c)
6:     if IntDist ≥ TFrançois : K
7:        return; pₓᵧ is foreground.
8:     DescDist ← MDescₓᵧ|c ⊕ LBSP_c(x, y)
9:     if DescDist ≥ TFrançois : K
10:        return; pₓᵧ is foreground.
11:   end for
12:   TotIntDist ← TotIntDist + IntDist
13:   TotDescDist ← TotDescDist + DescDist
14:   if TotIntDist ≤ TFrançois ∧ TotDescDist ≤ TFrançois
15:      return; pₓᵧ is background.
16: else
17:      return; pₓᵧ is foreground.
```

With this detection strategy, when $K < 1$ and in most cases where the actual foreground is very different from the background, multiple operations can be saved if the evaluation of one of the channels immediately returns a result. For example, if we require at least a 9-bit disturbance in LBSP binary vectors ($TFrançois = 9$) to consider the pixel of an RGB image as foreground while using $K = 1/3$, it will instantly be labeled as foreground if any of its channels returns a change greater or equal to 3 bits ($TFrançois : K = 3$), no matter what the total variation might be. In worst-case scenarios (i.e., when the frame is a perfect match with the model), only $2 \times \text{TotalNbChannels}$ extra integer comparisons per pixel are used. While this improvement is primarily focused on processing speed, another benefit is that when $K$ is small enough, we are also able to detect subtle variations present in a single channel (such as a dark blue object occluding a black background), which was not always the case in the previous base implementations. Multiple evaluations of this modification as a stand-alone improvement on our method are presented in section 4.2.

4. Evaluation

We decided to measure the performance of our new method called “LOCal Binary Similarity segmentER” (LOBSTER) by using the dataset of the 2012 Change Detection Workshop[7]: it consists of 31 real-world sequences spanning six different categories, each with its own challenges, along with standardized evaluation tools. The main advantage of this approach is that we can easily compare our results to numerous other state-of-the-art methods that have already been ranked based on the following metrics:

- True Negatives ($TN$) : Number of pixels correctly labeled as background
- True Positives ($TP$) : Number of pixels correctly labeled as foreground
- False Positives ($FP$) : Number of pixels incorrectly labeled as foreground
- False Negatives ($FN$) : Number of pixels incorrectly labeled as background
- Recall ($Re$) : $TP/(TP + FN)$ (larger is better)
- Specificity ($Sp$) : $TN/(TN + FP)$ (larger is better)
- False Positive Rate ($FPR$) : $FP/(FP + TN)$ (smaller is better)
- False Negative Rate ($FNR$) : $FN/(FN + TN)$\(^{2}\) (smaller is better)
- Percentage of Wrong Classifications ($PWC/PBC$) : $100 \cdot (FN + FP)/(TP + FN + FP + TN)$ (smaller is better)
- Precision ($Pr$) : $TP/(TP + FP)$ (larger is better)
- F-Measure ($F1$) : $2 \cdot Pr \cdot Re/(Pr + Re)$ (larger is better)

For more information about the performance metrics or the video categories, refer to [7]. As a side note, no pre-processing step is used on any sequence, and only a 9x9 median blur post-processing step is used to reduce blinking pixel noise. Furthermore, we treat thermal frames as grayscale, and our method automatically adjusts the various thresholds in accordance.

In total, using the different improvements discussed earlier, we decided to test four configurations of our method using both relative (“Rel”) and absolute (“Abs”) LBSP descriptor thresholds, labeled as:

- $A$ : Uses all available improvements\(^{3}\)
- $B$ : Uses per-channel change detection
- $C$ : Uses change validation via color intensity
- $D$ : “Straightforward” (LBSP integration only)

4.1. Parameters

Like a few other spatial and spatiotemporal-based methods, we can expect that all our configurations will remain more sensitive to noise and dynamic background elements.

\(^{2}\)The true FNR should be calculated with $FN/(FN + TP)$, but we used it the way it was defined in [7].

\(^{3}\)The source code of this implementation based on OpenCV is available online at https://bitbucket.org/pierre_huc_st_charles/lobster
than regular pixel-based methods. Indeed, since we primarily use a feature descriptor that produces 16-bit codes in a 5x5 area, we would have to carefully adjust our parameters in every scenario in order to obtain truly optimal performance. However, in order to respect the CDNet competition rules, we rely on the following universal parameter set:

- \( T_{\text{desc}} = 12 \) (for RGB) : threshold used to determine if an input pixel matches the model based on the Hamming distance of 16-bit LBSP binary vectors.
- \( T_{\text{int}} = 90 \) (for RGB) : threshold used to determine if an input pixel matches the model based on the L1 distance of 8-bit intensity values.
- \( N = 35 \) : number of LBSP descriptors and color intensities stored as samples for each pixel in the reference model (similar to ViBe’s).
- \( \#_{\text{min}} = 2 \) : required number of matching samples to label an input pixel as background (similar to ViBe’s).
- \( \phi = 16 \) : default time subsampling factor (similar to ViBe’s).
  Note: we force this parameter to one for the first 100 frames of any sequence when bootstrapping.
- \( K = 0.5 \) : threshold adjustment factor applied to \( T_{\text{desc}} \) and \( T_{\text{int}} \).
- \( T_\alpha = 0.365 \) : relative LBSP descriptor threshold.
- \( T_\beta = 30 \) : absolute LBSP descriptor threshold.

4.2. CDNet Results

First, we present in Figure 2 a scatter graph of the \([PWC,F1]\) metrics pairs obtained by processing the entire CDNet dataset using different approaches. For ViBe and ViBe+, we directly evaluated the authors’ results provided for [7]. We can observe that for our configurations, both \( A_{\text{Rel}} \) and \( A_{\text{Abs}} \) seem to provide, respectively, the best “wrong classifications to F-Measure” ratio and the best overall F-Measure. Also, as expected, the stand-alone use of the per-channel change detection improvement (B) does not seem to have an effect as important as only using the change validation via color intensity improvement (C). However, both of these still manage to drastically improve the results of the straightforward implementation (D), which, by itself, already outperformed the original ViBe method. It is also interesting to point out that replacing the default absolute LBSP threshold by a relative LBSP threshold is not always beneficial with these parameters, as only the A and C configurations seem to really benefit from it.

Next, in Table 2, we present the complete averaged results of our best configuration (A\(_{\text{Rel}}\)) from Figure 2 along with, in parentheses, each measure variation when compared to the original ViBe method. Globally, we can see that the thermal and cameraJitter categories display the best improvements while the dynamicBackground performance variations seem to stay generally balanced with ViBe’s (most likely as a side-effect of the increased sensitivity).

Figure 2. Averaged overall \([PWC,F1]\) metrics pairs obtained on the complete CDNet dataset (where best = bottom right).

<table>
<thead>
<tr>
<th>Method</th>
<th>Memory (Bytes Per RGB Pixel, Per Sample)</th>
<th>320x240 relative average FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOBSTER ((C_{\text{Rel}}))</td>
<td>72</td>
<td>0.122</td>
</tr>
<tr>
<td>LOBSTER ((A_{\text{Rel}}))</td>
<td>72</td>
<td>0.147</td>
</tr>
<tr>
<td>LOBSTER ((C_{\text{Abs}}))</td>
<td>72</td>
<td>0.151</td>
</tr>
<tr>
<td>LOBSTER ((A_{\text{Abs}}))</td>
<td>72</td>
<td>0.181</td>
</tr>
<tr>
<td>ViBe</td>
<td>24</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 1. Approximate memory usage and processing speed comparisons for different algorithms when using similar parameters. ViBe speed results were obtained using an optimized home-made implementation that offered results almost identical to CDNet’s.

Also, in Table 3, we present the overall averaged results of this same configuration \((A_{\text{Rel}})\) along with its absolute-LBSP counterpart \((A_{\text{Abs}})\), lined up against the other state-of-the-art algorithms that were tested in [7]. Here we can note that our proposed relative-LBSP-threshold-based method outperforms most of them, including the improved ViBe algorithm (ViBe+).

Finally, in Table 1, we also compare the memory usage and speed of our proposed configurations to the original ViBe method. From these results, is it clear that our algorithm appears much slower and bulkier than its counterpart, even with the per-channel change detection improvement. However, we could argue that only comparing it to one of the most lightweight and efficient background subtraction techniques does not do it justice. Indeed, even with an implementation that could still use more optimization, we managed to process the entire CDNet dataset at an average of over 25 frames per second on a rather old dual-core laptop processor (Intel P8600), which could be con-
Table 3. New complete overall results and updated ranks after manually adding our two best method configurations to the 2012 CDNet Workshop rankings.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Specificity</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>Precision</th>
<th>F-Measure</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBAS[9]</td>
<td>0.78</td>
<td>0.990</td>
<td>0.010</td>
<td>0.009</td>
<td>2.17</td>
<td>0.82</td>
<td>0.75</td>
<td>3.43</td>
</tr>
<tr>
<td>LOBSTER ($A_{Rel}$)</td>
<td>0.71</td>
<td>0.989</td>
<td>0.011</td>
<td>0.017</td>
<td>2.18</td>
<td>0.80</td>
<td>0.75</td>
<td>5.00</td>
</tr>
<tr>
<td>ViBe+[5]</td>
<td>0.59</td>
<td>0.993</td>
<td>0.007</td>
<td>0.009</td>
<td>2.93</td>
<td>0.75</td>
<td>6.86</td>
<td></td>
</tr>
<tr>
<td>PSP-MRF[21]</td>
<td>0.80</td>
<td>0.983</td>
<td>0.017</td>
<td>0.009</td>
<td>2.41</td>
<td>0.73</td>
<td>6.86</td>
<td></td>
</tr>
<tr>
<td>SC-SOBS[16]</td>
<td>0.80</td>
<td>0.983</td>
<td>0.017</td>
<td>0.015</td>
<td>2.39</td>
<td>0.79</td>
<td>7.00</td>
<td></td>
</tr>
<tr>
<td>Chebyshev Prob.[18]</td>
<td>0.80</td>
<td>0.982</td>
<td>0.019</td>
<td>0.010</td>
<td>2.60</td>
<td>0.77</td>
<td>7.71</td>
<td></td>
</tr>
<tr>
<td>LOBSTER ($A_{Abs}$)</td>
<td>0.80</td>
<td>0.982</td>
<td>0.018</td>
<td>0.009</td>
<td>2.56</td>
<td>0.72</td>
<td>9.00</td>
<td></td>
</tr>
<tr>
<td>SOBS[15]</td>
<td>0.79</td>
<td>0.982</td>
<td>0.018</td>
<td>0.009</td>
<td>2.56</td>
<td>0.72</td>
<td>9.00</td>
<td></td>
</tr>
<tr>
<td>KDE Nonaka et al. [19]</td>
<td>0.65</td>
<td>0.993</td>
<td>0.007</td>
<td>0.025</td>
<td>2.89</td>
<td>0.77</td>
<td>9.71</td>
<td></td>
</tr>
<tr>
<td>GMM KaewTraKulPong[12]</td>
<td>0.51</td>
<td>0.995</td>
<td>0.005</td>
<td>0.029</td>
<td>3.11</td>
<td>0.82</td>
<td>10.57</td>
<td></td>
</tr>
<tr>
<td>KDE Yoshinaga et al. [27]</td>
<td>0.66</td>
<td>0.991</td>
<td>0.009</td>
<td>0.024</td>
<td>3.00</td>
<td>0.73</td>
<td>10.71</td>
<td></td>
</tr>
<tr>
<td>GMM Stauffer-Grimson[23]</td>
<td>0.71</td>
<td>0.986</td>
<td>0.014</td>
<td>0.020</td>
<td>3.10</td>
<td>0.70</td>
<td>11.29</td>
<td></td>
</tr>
<tr>
<td>ViBe[1]</td>
<td>0.68</td>
<td>0.983</td>
<td>0.017</td>
<td>0.018</td>
<td>3.12</td>
<td>0.74</td>
<td>11.57</td>
<td></td>
</tr>
<tr>
<td>GMM Zivkovic[30]</td>
<td>0.70</td>
<td>0.984</td>
<td>0.016</td>
<td>0.019</td>
<td>3.15</td>
<td>0.71</td>
<td>12.29</td>
<td></td>
</tr>
<tr>
<td>KDE Elgammal[6]</td>
<td>0.74</td>
<td>0.976</td>
<td>0.024</td>
<td>0.014</td>
<td>3.46</td>
<td>0.68</td>
<td>13.43</td>
<td></td>
</tr>
<tr>
<td>Bayesian Background[20]</td>
<td>0.60</td>
<td>0.983</td>
<td>0.017</td>
<td>0.020</td>
<td>3.39</td>
<td>0.74</td>
<td>13.43</td>
<td></td>
</tr>
<tr>
<td>Local-Self Similarity[11]</td>
<td>0.94</td>
<td>0.851</td>
<td>0.149</td>
<td>0.002</td>
<td>14.30</td>
<td>0.41</td>
<td>14.57</td>
<td></td>
</tr>
<tr>
<td>GMM RECTGAUSS-Tex[25]</td>
<td>0.52</td>
<td>0.986</td>
<td>0.014</td>
<td>0.027</td>
<td>3.68</td>
<td>0.72</td>
<td>14.71</td>
<td></td>
</tr>
<tr>
<td>Mahalanobis distance[2]</td>
<td>0.76</td>
<td>0.960</td>
<td>0.040</td>
<td>0.011</td>
<td>4.66</td>
<td>0.60</td>
<td>15.14</td>
<td></td>
</tr>
<tr>
<td>Euclidean distance[2]</td>
<td>0.70</td>
<td>0.969</td>
<td>0.031</td>
<td>0.017</td>
<td>4.35</td>
<td>0.62</td>
<td>16.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Complete results obtained with the proposed fully improved, relative-LBSP-based method ($A_{Rel}$) on the CDNet dataset, with, in parentheses, the variation when compared to the original CDNet ViBe results.

5. Conclusion

In this paper, we presented a novel and highly efficient spatiotemporal-based background subtraction algorithm named LOBSTER that is based on a modified ViBe model and improved LBSP features that outperforms much more complex state-of-the-art algorithms, including its original counterpart’s improved version (ViBe+). In doing so, we showed that simply incorporating an LBSP feature component in a regular pixel-based method could result in dramatic performance increase at an acceptable cost. For future work, the integration of LBSP features and the proposed modifications in other similar methods (such as PBAS) could prove even more successful. Also, optimizing the different components of our algorithm using SIMD instructions or even completely reimplementing them on GPU could significantly close the speed gap between our method and other lightweight pixel-based methods.
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