States Modulation in Graphene Nanoribbons through Metal Contacts
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ABSTRACT We are reporting the results of density functional calculations of the electronic structure of finite graphene nanoribbons adsorbed on Au, Pd, and Ti electrodes. While the interaction of nanoribbons with the Au contact is more characteristic of a physisorbed state, the adsorption of Pd and Ti involves much stronger state mixing as in chemisorption. Metal-induced gap states, which can potentially short-circuit the device, are clearly revealed for the first time, allowing us to evaluate their penetration length. The evanescence of MIGS is primarily governed by the band gap of the nanoribbon, and we can estimate an acceptable minimal length for an effective transport channel to a few nanometers. Different impacts of the presence of metal-induced gap states on the properties of graphene nanoribbons are discussed in terms of charge transfer and electrostatics.

KEYWORDS: graphene nanoribbons · metal contacts · metal-induced gap states · charge transfer · density functional theory · electronic structure

Ever since its discovery, the interest in graphene and its possible applications in electronics has grown. Graphene nanoribbons (GNRs), because of their semi-conducting behavior and their atomic thickness, appear as very promising candidates for future miniaturized electronic devices. Beyond its exceptional electrical properties, its perfect two-dimensional structure makes graphene particularly appealing since it could be more easily patternable by current microfabrication techniques. On the other hand, most of our electronic devices such as transistors do not require a semimetal material as graphene but rather a semiconductor. Fortunately, the engineering of graphene into nanoribbons opens a band gap that depends on the chirality.1–3 This band gap is predicted to be the largest for armchair GNRs, for which we are expecting large On/Off ratios. Following recent experimental progress, GNRs can now be created with a nearly atomic precision.4

Hence, transistors made of nanoribbons have already been reported.5–8 According to Schwierz,9 one major advantage of using GNRs is related to their low dimensionality, which makes them less subject to short channel effects, such as threshold voltage roll-off and drain-induced barrier lowering, responsible for degraded characteristics.10 This characteristic sounds quite appealing to sustain a constant miniaturization, but this does not consider an additional but crucial component of any working devices, which are the metallic contacts. The influence of these contacts becomes even more critical when scaling down as the channel length becomes comparable to the length over which contact-induced effects span. If not taken into account, the latter can become dominant and lead to data misinterpretation.11 In general, the electronic description of the interaction between GNRs and electrodes is often neglected even though this may play a critical role in the final device performance. For example, the charge doping by long-range charge transfer12,13 and by metal-induced gap states (MIGS)14 has already been observed for different graphene/metal systems. MIGS could dramatically affect the On/Off ratio, especially in short devices. As suggested by quantum calculations, similar effects are also anticipated in GNRs.15–18

MIGS are exponentially decaying states that arise from the complex band structure of a semiconductor connected to a metal.19 In other words, they are Bloch states derived from the valence and conduction bands with a complex wave vector such that the density decays as $e^{-|q|L}$. The decay length $L$ is proportional to $1/q$, $q$ being the imaginary part of the wave vector, which is only
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nonzero inside the gap. For a simple one-dimensional semiconductor with band gap $E_g$ and lattice constant $a$, the decay length of a MIGS with energy $E$ measured from the middle of the gap is\(^{20}\)

$$L = \frac{\pi \hbar^2}{2 m_e a} \left( \frac{E_g}{2} + E \right) \left( \frac{E_g}{2} - E \right)^{-1/2}$$

As indicated in eq 1, $L$ diverges at the limits of the gap where the imaginary part of the wave vector vanishes. Note also that $L$ is minimal for MIGS located in the middle of the gap, where

$$L_{\text{min}} = \frac{\pi \hbar^2}{E_g m_e a}$$

In this paper, we have calculated, with the help of density functional theory (DFT), the electronic structure of finite armchair GNRs adsorbed on three different metallic contacts (Au(111), Pd(111), and Ti(0001)), as illustrated in Figure 1(b). The GNRs are denoted $M \times N$ where $M$ (respectively $N$) is the number of armchair (respectively zigzag) rows along the width (respectively the length) of the nanoribbon, as shown in Figure 1(a), where one armchair and one zigzag row have been highlighted. This approach allows us to take into account finite size effects\(^{21,22}\) that should not be neglected when dealing with very small devices.

A direct observation of MIGS extending over $1-2$ nm into the channel is reported for the first time using a first-principles approach. The calculated penetration length strongly depends on the atomic structure of the GNR through the band-gap modulations. MIGS lead to an evanescent charge distribution in the GNR, which depends self-consistently on the potential profile arising at the interface.

**RESULTS AND DISCUSSION**

As recently observed by Giovannetti et al.,\(^{23}\) there are two possible adsorption schemes for graphene on metal surfaces: physisorption and chemisorption. The main differences between these two mechanisms are related to the magnitude of adsorption energy and the mixing of electronic states, where both are larger in the case of chemisorption. The projected density of states (PDOS) of carbon atoms shown in Figure 2 supports this description and allows one to clearly differentiate the weak physisorption on Au from the strong chemisorption on Ti. The case of Pd is a compromise between these two last cases; it is characterized by a relatively weak chemisorption, but the bonding involves a significant amount of hybridization, which can be associated with covalent bonding.

The mixing between the $d$ states of the metal and the $\pi$ states of graphene is clearly observable in the PDOS diagram through a broadening of the energy levels of the pristine nanoribbon (Figure 2(a)) and a nonzero density of states in the band gap of the GNR when adsorbed on a Pd or Ti contact. The difference in bonding with the three metals studied is usually explained as a consequence of a high density of states (DOS) at the Fermi level for metals such as Ti due to an unfilled d band, as opposed to a low DOS of the valence s band of Au, while the Fermi level is near the edge of the d band for Pd.\(^{24}\) As expected, chemisorption on Ti results in a large binding energy of $\sim$0.4 eV per carbon atom as compared to 0.2 and 0.1 eV for Pd and Au, respectively. The equilibrium distances between the GNR and the metal surfaces follow a similar trend; a smaller distance is observed for Ti than for Pd and Au.

The mixing of states has a major impact on MIGS. Even though MIGS are present for all three metals studied, the high density of gap states with Ti, and to a lesser extent with Pd, gives rise to much more intense evanescent states in the graphene channel that could dramatically hinder the device operation. An example of such a state showing a clear evanescent decay away from the Ti contact is illustrated in Figure 3(a), which constitutes a first direct observation of MIGS enabled by the strong bonding with Ti. The presence of MIGS can be more easily revealed by calculating the local...
density of states (LDOS), which sums the contribution of multiple states in a small energy range due to the broadening introduced. Figure 3(b) shows the variation in LDOS at the Fermi level after adding a Pd contact. Similar LDOS have been obtained with the other metals. Mixing of states gives rise to high LDOS at the GNR/metal interface, but the immediate proximity of the metal cannot explain the slow decay into the channel. Integrating the LDOS along the ribbon’s width results in the curve plotted in Figure 3(c). An exponential fit of the form $e^{-x/L}$ yields a decay length $L$ of 2.8 Å.

This exponential behavior is reminiscent of the MIGS’ decay. This result suggests that MIGS could have a non-negligible effect up to 10 Å away from the GNR/metal interface, and hence a two-terminal device operated at low gate bias with a channel length smaller than 20 Å should not be operational due to a short circuit.

According to eq 1, Figure 4(a) shows that the decay length is not unique and strongly depends on the energy at which the LDOS is calculated for a GNR/Ti interface. As expected, the decay length $L$ is minimal in the middle of the gap, but it increases as the energy approaches the edges of the valence or conduction bands delimited by the vertical lines in Figure 4(a). This quadratic dependence of $L$ on $E$ supports that the gap states originate directly from the GNR/metal interface. The theoretical curve (solid line) describing eq 1 is reported in Figure 4(a) for fixed values of $E_g = 1.68$ eV and $a = 4.3$ Å. Although this equation was derived for the case of a simple one-dimensional semiconductor, which does not consider the complex nature of the band structure of GNRs, the general agreement between our data points and the theoretical curve remains quite reasonable and reminds us that the extent of the MIGS in a practical device is highly bias-dependent.

In addition, the decay length is intimately related to the band-gap value, which depends on both the width and the length of the GNR. As the GNR elongates, the band gap (inset in Figure 4(b)) decreases and the decay length (calculated here in the middle of the gap) increases. As shown in Figure 4(b), $L$ vs $E_g$ follows an
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The minimum decay length even reaches the significant extent of 5.6 Å for the small band gap 9 × 18 GNR, which reiterates the possibly catastrophic effect of MIGS in electronic devices. Note that the 8 × 18 GNR has here been omitted because of its metallic character. The results in Table 1 do not follow eq 3 because the latter applies only to GNRs belonging to the 7 × N family. Effectively, we can expect the MIGS dispersion relation to differ significantly for GNRs with different widths because of their dissimilar electronic structures. Armchair GNRs with slightly increasing width are known for displaying large band-gap oscillations with a 3-fold periodicity.2,3 Hence, for ribbons in the nanoscale, MIGS penetration primarily depends on the band gap, and due to quantum effects, it cannot simply be expressed as a function of the width of the GNR. Only when looking at the problem from a macroscopic angle for which $E_g \propto 1/W^2$ can the proportionality between decay length and width be established as reported by Golizadeh-Mojarad and Datta.16

By calculating the LDOS at different energies, we can visualize the band diagram along the device as shown in Figure 5 for a GNR/Pd system. Note that MIGS with a decreasing penetration length toward the middle of the gap can be seen on the right side of the contact. In this case, the higher density of MIGS below the Fermi energy suggests an asymmetric behavior under an applied gate field as mentioned by Rochefort et al.26 for carbon nanotubes, meaning that a negatively biased gate would be less effective in switching. This particular effect strongly depends on the electronic structure of the metal that defines the Fermi level and the density of MIGS.

Like any other electronic states, MIGS can hold charges that depend on the position of the Fermi level relative to the charge neutrality point (CNP), which is generally assumed to be located at mid gap, where the contributions from the valence and conduction bands are of the same order. More precisely, occupied (respectively unoccupied) states above (respectively below) the CNP translate to a negative (respectively positive) net charge.19 Since MIGS have an evanescent form, a similar behavior can be expected from the charge distribution. Figure 6(a,b) show the differential charge density ($\Delta \rho = \rho_{\text{GNR/M}} - \rho_{\text{GNR}} - \rho_{\text{M}}$) in a 7 × 18 GNR physisorbed on a Au contact. The red (blue) region indicates an increase (decrease) in electron density after introducing the metal contact. Charge transfer is more important at the GNR/metal interface and slowly decays into the GNR channel. Löwdin population analysis was used to estimate the variation of charge on each carbon atom in the GNR after its adsorption on the metal contact. The result of this analysis is reported in Figure 6(c) and mainly shows that the accumulated positive charge in the GNR is quite significant near the Au contact but rapidly decreases away from the GNR/Au interface. An exponential fit of the decrease in accumulated charge in the GNR away from the Au

---

**TABLE 1. Band Gap and MIGS Decay Length at Mid Gap for $M \times 18$ GNRs with a Pd Contact**

<table>
<thead>
<tr>
<th>GNR</th>
<th>$W$ (Å)</th>
<th>$E_g$ (eV)</th>
<th>$L_{\text{min}}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 × 18</td>
<td>6.2</td>
<td>1.43</td>
<td>4.8</td>
</tr>
<tr>
<td>7 × 18</td>
<td>7.4</td>
<td>1.68</td>
<td>2.8</td>
</tr>
<tr>
<td>9 × 18</td>
<td>9.9</td>
<td>1.09</td>
<td>5.6</td>
</tr>
</tbody>
</table>

---

**Figure 4.** (a) Decay length as a function of the MIGS' energy in the 7 × 18 GNR with a Ti contact. (b) MIGS decay length at mid gap as a function of band gap in 7 × N GNRs with a Pd contact. Inset: Bandgap as a function of length in pristine 7 × N GNRs.

---

\[ L_{\text{min}} = \frac{0.077}{E_g^{0.54}} + 2.3 \]

By comparing GNRs with different widths $W$, the results in Table 1 confirm that the MIGS decay length once again strongly depends on the band gap. The smaller the band gap, the larger the penetration. Inset: Bandgap as a function of length in pristine 7 × N GNRs.
contact gives a decay length of $L = 2.2$ Å (red curve). If this positive charge is effectively associated with the MIGS located between the Fermi level and the middle of the gap, it should be equivalent to the value obtained by the integration of the LDOS over this energy range, which for a Au contact gives a decay length of 2.6 Å. Taking into account the error on the fit, mostly due to the fact that the charge is estimated from a sum of different exponentials instead of a single one and also to errors inherent to the population analysis, this last value (2.6 ± 0.3 Å) agrees well with the value estimated from the Löwdin analysis (2.2 ± 0.3 Å), supporting the presence of MIGS.

Now that the relation between MIGS and charge transfer has been evidenced, one might wonder what actually sets the position of the Fermi level, which is responsible for populating the MIGS, relative to the GNR’s bands. As for any metal/semiconductor interface, band lineup depends on both materials’ properties as well as on the interface dipole, as shown in Figure 7. Knowing the charge distribution in the system, the latter can be estimated by calculating the electrostatic potential profile in the junction. Note that as opposed to planar bulk junctions invariant in the direction parallel to the interface, low-dimensional systems are characterized by a potential varying in all three dimensions of space.27,28 Since the potential diverges at the nuclei, the only way to evaluate it in the plane of the GNR is to neglect a nucleus's contribution.
past a certain cutoff radius. After subtracting the pristine GNR’s contribution, this yields the curves superposed in Figure 5. This representation confirms the expected result that the band curvature, extending over a few nm, is dictated by the potential in the junction, which goes to zero at the end of the GNR. More importantly, the potential profile allows us to evaluate the height of the dipole $D_0$ at the interface, which determines the band lineup based on eq 4:

$$\Delta E_F = E_F + \chi + \frac{e_0}{2} - D_0$$

(4)

where $\chi$ and $E_F$ are the pristine GNR’s electronic affinity and band gap, $E_F$ is the Fermi energy of the GNR/metal complex (which would converge toward minus the metal’s work function for an extended electrode), and $\Delta E_F$ is the Fermi level’s displacement from mid gap at the junction. The latter can also be estimated from the band diagram. Table 2 compares the Fermi level’s displacements obtained using both methods for the three metals with excellent agreement. The dipole derived from the charge distribution thus effectively sets the Fermi level. Moreover, as discussed previously, MIGS’ occupation is responsible for the evanescent charge distribution in the channel and that effectively closes the loop. In that sense, the intricate relation between MIGS, charge transfer, and electrostatics has now been clarified. However, it is important to stress that all three are interdependent and cannot be assessed independently.

### CONCLUSIONS

We have performed DFT calculations on finite graphene nanoribbons with Au, Pd, and Ti contacts, thus covering a wide range of binding interactions, from physisorption (for Au) to chemisorption (for Ti). Attention is focused on MIGS, which limit the miniaturization of GNR-based devices to channels a few nanometers long according to the decay length calculated. This parameter is closely related to the band gap, which could be used as a simple guide for device engineering. MIGS must be treated carefully for metals such as Ti strongly bonding with graphene since hybridization leads to a higher density of MIGS. In fact, MIGS, binding, charge transfer, and electrostatics are all interconnected. Charge transfer is responsible for the three-dimensional potential profile in the junction that governs band alignment and thus the population in the MIGS, and this in turn results in the long-range part of the charge transfer. For this reason, graphene/metal interfaces are nontrivial and need to be treated self-consistently.

### METHODS

The DFT calculations were carried out at zero temperature with the NWChem package within the generalized gradient approximation using the PBE functional. On the basis of comparative calculations carried out by Barone et al., PBE accurately renders the band-gap oscillations in GNRs even though it slightly underestimates the band gap. Nevertheless, this should have no effect on the general interpretation of our results. The 3-21G and LANL2DZ (with corresponding pseudopotentials) basis sets were used for the GNR and the metallic contacts, respectively. Although the size of the basis sets is limited, the variation in the results obtained for the three different metals is sufficiently large for basis sets to have a minimal impact on our final conclusions. Nevertheless, we have also performed a few additional calculations with more complete basis sets for GNRs without noticing a significant variation in the results.

The top contact electrodes were modeled by a metallic cluster made of two atomic layers containing at least 25 atoms each and where the atomic positions were fixed at the bulk lattice value. The more important result at this stage is that such electrode geometry leads to a correct DOS diagram for the metal. An increasing width or number of atomic planes in the metal cluster had no qualitative effects on the electronic structure properties. Moreover, to verify the correctness of our single contact geometry, a calculation was carried out using two titanium contacts with a minimal basis set. As expected, the decay length obtained at each electrode agrees with that found in a comparable system with a single contact such that the second contact can be omitted without loss of generality.

Our electronic structure calculations were carried out as follow. First, the geometry of the isolated nanoribbon, uniformly saturated by hydrogen atoms, was fully optimized. The distance between the metal cluster and a typical GNR was then optimized, while maintaining a fixed geometry for the GNR. This assumption was considered in order to simulate and study the behavior of a flat GNR system, exempt from any corrugation that could be induced both by the contacts and by the substrate but that would necessitate larger models to be accurately described. The relative orientation of the GNR on the surface reproduces the stable configuration previously calculated by DFT for graphene on similar metals. We found that the 7 × 12 GNR is adsorbed at 3.32, 2.40, and 2.19 Å over Au, Pd, and Ti surfaces, respectively, confirming that the level of theory used efficiently reproduces the results previously published for 2D graphene.

The DOS diagrams were generated by broadening the discrete energy levels of the system with a Gaussian–Lorentzian function $G$ such that

$$\text{DOS}(E) = \sum_i \delta(E - \epsilon_i) G(E - \epsilon_i)$$

(5)

where

$$G(E - \epsilon_i) = \frac{2\sqrt{\pi}}{\sigma} \exp\left(-\frac{(E - \epsilon_i)^2}{\sigma^2}\right) + \frac{2\sigma}{\pi(\sigma^2 + 4(E - \epsilon_i)^2)}$$

The PDOS onto a given atomic orbital $\phi_{\mu}$ in a nonorthogonal basis set is defined as

$$\text{PDOS}_{\mu}(E) = \sum_i \delta(E - \epsilon_i) G(E - \epsilon_i) \text{PDOS}_{\mu}(E - \epsilon_i)$$

(6)

where

$$S_{\mu} = \langle \phi_{\mu} | \phi_{\mu} \rangle$$

Table 2. Fermi Level Displacement As Obtained from eq 4 ($\Delta E_F^0$) and from Band Diagrams ($\Delta E_F$) at the 7 × 18 GNR/Metal Interface ($E_F = 1.68$ eV, $\chi = 2.96$ eV)

<table>
<thead>
<tr>
<th>$\epsilon_F$ (eV)</th>
<th>$\Delta E_F$ (eV)</th>
<th>$\Delta E_F^0$ (eV)</th>
<th>$\Delta E_F^0$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au -4.85</td>
<td>-0.50 ± 0.05</td>
<td>-0.53 ± 0.05</td>
<td>-0.50 ± 0.05</td>
</tr>
<tr>
<td>Pd -4.35</td>
<td>-0.50 ± 0.05</td>
<td>-0.05 ± 0.05</td>
<td>0.00 ± 0.05</td>
</tr>
<tr>
<td>Ti -3.28</td>
<td>0.05 ± 0.05</td>
<td>0.47 ± 0.05</td>
<td>0.50 ± 0.05</td>
</tr>
</tbody>
</table>
for normalized molecular orbitals of the form:

$$\psi_{i}(\vec{r}) = \sum_{\alpha} \phi_{\alpha i}(\vec{r})$$

(7)

The LDOS has also been computed, using

$$\text{LDOS}(\vec{r}, E) = \sum_{i} |\psi_{i}(\vec{r})|^2 \delta(E - E_i) \rho(G(E) - E_i)$$

(8)
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